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Abstract—Optical-resolution photoacoustic microscopy
(OR-PAM) can \visualize cellular-level wavelength-
dependent optical absorption with high resolution and
sensitivity. However, the imaging speed of OR-PAM has
been limited by the laser repetition rate due to the point-by-
point scanning of a focused laser beam. To overcome this
limitation, we propose multifocal optical-resolution
photoacoustic microscopy (MOR-PAM) with a single-
element ultrasonic transducer, leveraging the diffractive
optical element (DOE) and a custom-designed encoding
acoustic mask. The DOE generates 8 focal spots of 3 ym
diameter. The acoustic mask was designed to encode
photoacoustic signals from different focal spots. MOR-PAM
achieved an 8-fold increase in imaging speed compared to
conventional OR-PAM with the same laser repetition rate.
We demonstrated the MOR-PAM using a 266 nm laser at 10
KHz, providing solutions for rapid OR-PAM beyond the
laser repetition rate in a cost-effective way. The proposed
method can be applied to versatile OR-PAM configurations
and enable new applications where high-speed imaging is
critical.

Index Terms— Structural illumination,
sensing, Photoacoustic microscopy.
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[. INTRODUCTION

O PTICAL-RESOLUTION  photoacoustic microscopy
(OR-PAM) is a widely used imaging technique in various

biomedical applications [1-6], attributed to the capability
of providing high-resolution and high-sensitivity visualization
of wavelength-dependent optical absorption at the cellular level
[7-11]. However, the imaging speed of high-resolution laser
scanning microscopy, including OR-PAM, has been limited due
to the requirement of point-by-point scanning using a focused
laser beam [12, 13]. Acceleration of the imaging speed has been

achieved by using lasers with higher pulse repetition rates
(PRRs) and rapid beam steering with mirrors on piezo scanners
or microelectromechanical scanners [14, 15]. These approaches
enable faster scanning rates but are still limited to laser PRR.
To address this problem, researchers have demonstrated
multiple excitation spots with an ultrasonic array to get high-
resolution imaging at a speed beyond laser PRRs, utilizing
photoacoustic computed tomography (PACT) reconstruction to
resolve different excitation spots [16-18]. However, PACT
requires complex and expensive multi-channel detection and
data acquisition. Those methods improved the imaging speed
with high system development. To fill the gap for low-cost and
high-speed photoacoustic imaging system, researchers have
developed single-detector photoacoustic imaging [19-21],
based on spatiotemporal encoded ultrasound signals via an
ergodic relay (ER) or a chaotic cavity [22, 23]. Combined with
optical foci arrays and appropriate reconstruction strategies,
this acoustic encoding strategy can also achieve optical-
resolution photoacoustic imaging [21]. But they usually require
object-dependent calibration, which can be time consuming and
inconvenient. Moreover, long-term stability is difficult to
achieve in various environments due to the sensitivity to
boundary conditions. Recent studies have introduced improved
solutions that enable single-shot imaging without object-
dependent calibration [24-26]. However, the reliance on long
acoustic delay lines results in significant attenuation of high-
frequency signals.

In this study, we developed multifocal optical-resolution
photoacoustic microscopy (MOR-PAM) using a single-element
transducer and acoustic encoding mask to achieve speed
improvement. The MOR-PAM system utilizes a diffractive
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Fig. 1 Schematic of MOR-PAM. (a) Details of the MOR-PAM system configuration. (b) Close-up view of the black dashed box in a. (¢c) Comparison

of MOR-PAM with (left) and without the acoustic mask (right). Without

a mask (right), overlapped photoacoustic signals from different focal spots

cannot be differentiated. (d) The calibration of MOR-PAM signals and image reconstruction via FISTA. The vector P, is formed by the initial pressures,
the vector P is formed by discretized signals detected by the transducer and H represents the system matrix.

optical element (DOE) and an objective lens to generate
multiple focused laser beams. The photoacoustic (PA) signals
propagate through the encoding acoustic mask and are received
by the ultrasonic transducer with minimal attenuation. As a thin
glass plate, the DOE can be easily integrated into an existing
optical system to transform the conventional OR-PAM into

MOR-PAM without a complicated and expensive setup [27, 28].

Customized fast iterative shrinkage-thresholding algorithm
(FISTA) is developed to decode mixed PA signals for image
reconstruction [29]. To demonstrate the feasibility and evaluate
performance, a hair phantom and a leaf skeleton phantom were
imaged using MOR-PAM with a 266 nm laser at 10 kHz. Our
MOR-PAM approach enables high-speed OR-PAM with
reduced hardware complexity and costs.

A. MOR-PAM system

Our MOR-PAM system consists of an Nd:YLF Q-switched
266 nm nanosecond pulsed laser (QL266-010-0O, CrystaLaser)
to illuminate the object, an acoustic mask, and a customized
cylindrical focused transducer (focal length of 19 mm, central
frequency of 19 MHz, and -6 dB two-way bandwidth of 13-25
MHz). The reconfigurable I/O device (PCIE-6323, National
Instruments) with a customized LabVIEW program (National
Instruments) was used to control and synchronize laser pulses,
motor movements, and data acquisition (Fig. 1a). The 266 nm
laser has a pulse repetition rate of 10 kHz with 2 ns pulse
duration. The laser beam was expanded by a pair of plano-
convex lenses and spatially filtered by a 15 pum high-energy

METHODS
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pinhole (900PH-15, Newport) before the DOE (HOLO/OR).
The MOR-PAM image was acquired by scanning the water-
immersed sample mounted onto a customized 3D scanner
consisting of three step motors (PLS85, PI Micos). The acoustic
mask was placed 2 mm away from the ultrasonic transducer to
encode PA signals before detection. The detected PA signal was
amplified by two low-noise amplifiers (ZFL-500LN+, Mini-
Circuits) and digitized by a data acquisition card (ATS9350,
Alazar Technologies) at a sampling rate of 500 MHz. To
convert conventional OR-PAM into MOR-PAM, we placed the
DOE in the beam path before the objective lens to split the beam
in one dimension. Using the DOE (HOLO/OR) that produces a
total angular spread of 37° and an objective lens (=60 mm,
Thorlabs), the incident beam was converted to 8 focal spots
along one dimension at the focal plane of the objective lens.

In our MOR-PAM system, both DOE and objective lens are
commercially available at moderate cost, while the acoustic
mask is fabricated from inexpensive PLA material using 3D
printing. Compared to the PACT setup with transducer arrays,
the overall hardware cost of our MOR-PAM system is
significantly lower. The beam diameter was measured to be
around 3 um. To differentiate the PA signals from multiple
focal spots detected by the cylindrical focused transducer, we
placed a ladder-shaped acoustic mask in the ultrasound wave
propagation path between the transducer and specimen (Fig. 1b
and Fig. 1c), introducing spatial encoding of photoacoustic
signals from different focal spots. The 8 focal spots are
distributed in 1D and aligned with the line focus of the
cylindrical-focused transducer to ensure detection sensitivity.
To characterize PA signals from each focal spot for
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reconstruction, we acquired signals from a human hair sample
using each individual focal beam. The hair phantom
(approximately 90 pm in diameter) was placed perpendicular to
the axis of the eight laser foci, which were spaced 300 um apart
on the focal plane. Due to the narrow size of the hair compared
to inter-spot spacing, only one focal beam illuminated the hair
at a time during calibration. Those calibrated PA signals were
used as the system matrix to characterize spatial encoding by
the acoustic mask, which can be used to decode mixed PA
signals. It is worth noting that the characterization is not object-
dependent, and the MOR-PAM was ready for imaging different
specimens after system characterization (Fig. 1d).

B. Acoustic mask

To spatially encode PA signals, we introduced location-
dependent phase shifts in the transmitted waves before the
transducer detection by adding an encoding acoustic mask. To
ensure sufficient differences in PA signals from different focal
spots with minimal impact on the signal-to-noise ratio, the mask
material should have a large difference in speed of sound
compared to water and low acoustic attenuation. We chose the
acoustic-friendly PLA material for our acoustic mask due to its
ease of fabrication via 3D printing and high accessibility. With
an ultrasound attenuation of 0.231 dB at 1 MHz over a 1 mm
propagation distance, PLA exhibits low sound absorption.

Through the K-wave toolbox in MATLAB [27], we
conducted simulations on shape and dimension of the mask. In
the simulation, we used the sound velocity of 1480 m/s and
density of 1000 kg/m? for water, the sound velocity of 2200 m/s
and density of 1240 kg/m? for PLA mask, with the transducer
central frequency of 20 MHz. A correlation matrix for eight
signals under various parameters is analyzed to evaluate
encoded signals for optimized mask parameters. The Pearson
correlation coefficient measures the similarity between two
signals, with a value of 1 indicating a perfect positive
correlation and 0 indicating no correlation. Through simulation,
the mask parameters achieving the minimum correlation
coefficients are selected as the width and thickness of each
micro ladder step of the mask. Ultimately, upon validating the
optimal mask design, the PLA mask is 3D printed (CraftBot
Plus, Ultimaker).

C. Fabrication of the ultrasonic transducer

A lithium niobate (LNO) single crystal (Boston Piezo-optics)
ultrasonic transducer was manufactured and used in this study
because of its superior sensitivity in high-frequency ultrasound
detection. The 20 MHz LNO single crystal was sputtered with
Au/Cr (100 nm/50 nm) on both sides as electrodes and then
diced as a square element with an aperture size of 14.9 mm x
14 mm via a dicing saw (Tcar 864-1, Thermocarbon). A
customized metal housing was cut for holding and electrical
shielding. The diced LNO-element was fixed into the metal
housing using epoxy to fill the gaps between the LNO-element
and the metal housing edges for electrical isolation. For the final
ground connection, the Au/Cr (100 nm/50 nm) electrode was
sputtered again onto the transducer surface to conduct the LNO-
element and the metal housing. A 15 um perylene C was coated
on the whole transducer as a matching layer and a water-proof
shield by parylene coater (Specialty Coating Systems, Fig. 2a).
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The time-domain pulse/echo response of the transducer was
characterized as shown in Fig. 2b. A flat metal block was
positioned in front of the transducer to serve as the acoustical
reflector. Electrical pulses generated by the ultrasound
pulse/receiver (DPR300, JSR Ultrasonics) stimulated the
transducer element, while the ensuing signal was recorded
using a digital oscilloscope (MSO54, Tektronix). The
transducer was immersed in a tank of water during the
measurement. The Fourier transform was applied to derive the
spectrum of the transducer (Fig. 2c¢).
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Fig. 2 Characterization of the single-element ultrasonic transducer. (a)
Schematic and exploded view of the single-element ultrasonic
transducer. (b) Pulse-echo (two-way) waveform measured from the
transducer. (c) FFT spectrum of the pulse-echo signal, indicating the -6
dB two-way bandwidth of the transducer.

D. MOR-PAM Reconstruction

In MOR-PAM, the mixed PA signal we acquired is a linear
combination of PA signals from individual focal spots. This
approach simplifies the model by limiting the excitation to only
eight focal spots, where the point sources are positioned close
to the virtual detection surface. Consequently, the transducer
responses at these eight positions can be linearly combined to
reconstruct the mixed PA signal in MOR-PAM, which can be
mathematically expressed as

pmi,mz ) = ZII§=1 po,(k—l)M{+m§,m2hk (t -
m;=12,..,M{,m, =12,..,M,,t > 0.

Here, c is the speed of sound in water, and K is the number of
focal spots. In this study, we use 8 focal spots (i.e., K=8). These
K focal spots are distributed along the x direction of the
coordinate system used in this study. We denote the number of
translation locations along the x axis as M;, leading to a total
number of pixels along the x axis as M; = KM;. As shown in
Fig. 1d, d and d, represent the distances between the object
plane and the nearest surface of the object to the acoustic mask
during imaging and calibration, respectively. Along the y axis,
M, denotes the number of B scans. We let pg m, m, be the initial

d—d,

)

pressure of the pixel with indexes m; and m, along x and y
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axes, respectively. The transducer’s response to the k-th (k =
1,2,...8) focal spot is hy(t) in the calibration. The signals
detected by the transducer for the mj-th (mj = 1,2, ..., M;)
translation location in the m,-th (m, = 1,2, ..., M,) B scan is
P!, ()

To ensure accurate reconstruction, we rely on calibrating the
system at these eight locations. One possible approach is to
directly calibrate each of the eight focal spots. However, any
misalignment between the calibrated and actual focal positions
may introduce errors. Since full-plane calibration is not
performed in MOR-PAM, we adopt an alternative approach:
approximating the responses of actual focal spots by
introducing small time delays to the signals obtained at the
calibrated positions.

This approximation is valid under the condition that, for each
focal point, after shifting its distance to the mask surface from
d. to d, a single value of d—d. can be used to compensate for
variations in the acoustic path length from the focal point to all
points on the mask surface, i.e., the difference between d—d.,
and these path length variations are much smaller than the
central wavelength.

For the setup used in this study, d—d. = 1.2 um is used to
produce Fig. 6a. This ensures that the transducer response at
these positions remains effectively unchanged, allowing us to
reconstruct the PA signal with high fidelity.

Further, we discretize the forward model as

p = Hp,. (2)
Here, the vector p, is formed by the initial pressures of the
M; M, pixels, the vector p is formed by discretized signals (L
time steps) detected by the transducer at M; M, locations and H
represents the system matrix of shape My M,L X M;M,.i

Given a set of detected signals in P, the image can be

reconstructed by solving a regularized minimization problem
Po= argmin |[Hp, —plI* + Apelrv  (3)
poeRY1M2,p >0
Here, |po|tv denotes the total variation (TV) of the 2D image
corresponding to Py, and A is the regularization parameter. TV
regularization aids in transforming an image into a new one
with piecewise smoother structures, essentially constituting a
form of sparseness. Numerically, we solve this optimization
problem through a FISTA algorithm [24]. We chose an iteration
number of 6 for the FISTA algorithm, considering the trade-off
between the image reconstruction quality and time. We chose
this option based on experiments that evaluated how varying
iteration numbers affected image quality and reconstruction
time. The regularization parameter A was empirically set based
on visual evaluation of reconstruction quality under different
values. The chosen value provided a stable balance between
noise suppression and structural preservation, and consistently
yielded satisfactory results without noticeably degrading the
lateral resolution.
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Ill. RESULT

A. Numerical simulations of acoustic mask

We used K-wave to model the signals acquired by a cylindrical
focused transducer with an acoustic mask. It builds on a
simplified version of the 2D sensor mask example in the K-
wave MATLAB package with a homogeneous medium [30].
In the simulation, the ultrasonic transducer has a central
frequency of 20 MHz. Its one-way bandwidth is 89%, and the
aperture diameter is 14 mm. In the simulation, the ultrasonic
transducers have a central frequency of 20 MHz. Its one-way
bandwidth is 89%, and the aperture diameter is 14 mm. We
simulate the medium with two components: an acoustic mask
and water for the propagation space. The initial sound pressure
is defined as eight-point sources with an interval of 300 um, to
simulate PA signals generated by eight focused spots on the
focal plane in MOR-PAM. Therefore, the propagation path of
the PA wave and the encoded signal detected by a focused
transducer can be obtained.

We chose to use a ladder-shaped model for the acoustic mask.
The step design is intended to align with the experimental setup.
The mask’s varying thickness introduces a spatially dependent
delay in the incident PA wavefront. Consequently, the emitted
spherical wavefront becomes distorted in a manner that depends
on each focal point’s position relative to the acoustic mask. This
mechanism causes the eight received waveforms to differ
significantly compared to the case without the mask. As shown
in Fig. 3a, we simulated acoustic masks with a mini-ladder
structure, varying the step width from 0.1 mm to 0.8 mm and
the step height from 0.1 mm to 0.6 mm. For each mask
configuration, eight signals were generated, and the mean
correlation coefficient among these signals was computed. The
simulation results in Fig. 3b indicate that the lowest mean
correlation coefficient occurs when the mini-ladder step width
is 0.6 mm and the step height is 0.2 mm, suggesting these as the
optimal parameters.

Based on these parameters, we determined the corresponding
encoding acoustic mask and simulated the ultrasound
propagation process for eight PA point source signals before
and after passing through the mask. In Fig. 4a, there is no mask,
showing overlapping PA signals from 8 point sources. Fig. 4b,
with an optimized acoustic mask, depicts encoded PA signals
of the same 8 PA point sources, which show different profiles
due to the spatial encoding. Among the 8 encoded PA signals,
the mean correlation coefficient decreased significantly to 0.37.
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Fig. 4 2D encoding acoustic mask simulations. (a) 8 PA point sources
received by a cylindrically focused ultrasonic transducer. (b) 8 PA point
sources with an encoding acoustic mask received by a single-element
ultrasonic transducer. (c) PA signals generated in (a). (d) PA signals
generated in (b). In Fig. 4a and Fig. 4b, the left panel shows the acoustic
field distribution at t = 0, while the right panel illustrates the acoustic field
distribution when the acoustic wave is about to reach the ultrasound
transducer.

To provide quantitative context for the encoding—decoding
performance, we further conducted a simulation using the
optimized mask parameters identified in Fig. 3. Synthetic
encoding signals were generated and applied to a 400 x 200
pixel target image, corresponding to a 4 mm x 2 mm field of
view with a pixel size of 10 um (Fig. 5 (c¢)). The images were
reconstructed under varying noise levels and degrees of
multiplexing (Fig. 5). Specifically, Fig. 5 (a) and Fig. 5 (b) use
eight encodings with 5 dB and 10 dB additive Gaussian noise,
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respectively, while Fig. 5 (c) uses sixteen encodings with 10 dB
noise.
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Fig. 5. Simulation-based evaluation of reconstruction quality under noise
and multiplexing. (a) Reconstruction with eight encoding signals and 5
dB noise. (b) Reconstruction with eight encoding signals and 10 dB
noise. (c) Reconstruction with sixteen encoding signals (same mask)
and 10 dB noise. (d) Ground truth (GT). (e) Quality metrics for (a—c):
SNR and PSNR (left axis, dB) and SSIM (right axis, 0-1).
Reconstructions in (a—c) use simulated encoding signals generated from
the mask parameters selected in Fig. 3.

We report SNR, PSNR, and SSIM against the ground truth,
after normalizing all reconstructed images to the 0—1 range
defined by the ground truth values (Fig. 5e). The results
quantify reconstruction fidelity as a function of noise and
channel count: increasing the number of concurrent encoding
points, under fixed fluence and identical mask, can lower per-
spot SNR and increase inter-channel mixing, thereby reducing
fidelity. These effects can be mitigated by tailoring the mask to
the intended point count to further reduce column correlation in
the system matrix and improve conditioning, or by scaling
excitation when permissible.

B. Characterization of acoustic mask

According to the simulation results, we designed and fabricated
an encoding acoustic mask through 3D printing, with the key
parameters illustrated in Fig. 5a. For our calibration procedure,
we scanned a human hair phantom with a step size of 0.01 mm.
During the scanning, the hair was only illuminated by one focal
spot at a time. We extracted the A-line signals from these eight
focal positions to form the base system matrix H. It is
equivalent to 8 virtual transducers for 2D reconstruction, while
the system matrix is independent of the object. For
reconstruction, when laser pulses illuminated object with &
focal spots, the generated PA signals would be equivalent to the
linear combination of these virtual transducers. We developed
a FISTA algorithm to reconstruct the initial pressure in the 2D
volume (Methods).

To quantify the mask’s influence on signal transmission,
photoacoustic (PA) waveforms generated at absorbers and
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recorded by a 20 MHz focused ultrasonic transducer were
measured under uncoded and coded configurations. As shown
in Fig. 6a (without mask) and Fig. 6b (with mask), the mean
RMS amplitude across the eight channels decreased slightly
from 214 mV to 210 mV, corresponding to a 0.3-3.8%
reduction (0.04—0.34 dB) over the 0.1-1.5 mm thickness range.
Across this range, the total RMS energy loss was less than 2 dB,
indicating that the mask preserved the majority of the signal
energy necessary for reliable encoding and reconstruction.
Slight amplitude variations among individual channels (e.g., #5
and #6 in Fig. 6b) are attributed to local constructive
interference and channel-dependent sensitivity of the
transducer, rather than measurement error.

Compared to the acoustical encoding schemes with long
propagation and high attenuation [24], our encoding method has
less than 2 dB loss due to the PLA mask, which is acceptable
for high-frequency photoacoustic detection.

To evaluate the acoustic mask's encoding performance,
system matrices with and without mask coding were analyzed.
The uncoded configuration (Fig. 6a) demonstrated strong inter-
signal correlations among eight PA point sources (mean
coefficient: 0.81 (Fig. 6¢)), whereas mask coding (Fig. 6b)
reduced this value to 0.27 (Fig. 6d), enabling better signal
separation. The wavefront variations between experimental
results (Fig. 6) and simulations (Fig. 4) could be attributed to
inherent model-experiment discrepancies. The 2D simulation
may not fully account for 3D wave propagation effects
observed experimentally. Additionally, potential mismatches
between simulated acoustic parameters (e.g., assumed sound
speed and density) and real tissue properties might further
influence wavefront morphology through altered propagation
dynamics and medium-dependent attenuation behaviors.
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Fig. 6 Experimental characterization of the 2D coding acoustic mask
fabricated. (a) 8 signal responses generated by eight photoacoustic
point sources propagate in water without the mask. (b) 8 signal
responses generated by eight photoacoustic point sources propagate in
water with an acoustic mask. (c) Correlation matrix without the mask. (d)

Correlation matrix with the mask.
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We further quantified the system matrix by calculating its
condition number. Without encoding, the condition number was
approximately 23.7, indicating moderate ill-posedness. After
introducing the optimized acoustic mask, the condition number
decreased to 3.4, confirming a substantial improvement in
numerical robustness for reconstruction. These improvements
enable accurate and stable reconstruction using total variation
regularization within the FISTA algorithm.

C. Characterization experiment of MOR-PAM

To experimentally validate the proposed MOR-PAM system,
we first imaged a 2D structure fabricated from human hair (~90
pum in diameter). The structure was fixed on the edge of a
hollow base and illuminated by eight focused laser spots at 266
nm, with an energy of 180 nJ per pulse. The distance between
the sample and the acoustic mask was 15 mm, and the mask was
positioned 2 mm in front of the transducer. The scanning step
size was 10 um in both directions parallel and perpendicular to
the focal line.

#

MOR-PAM OR-PAM y

) e ..

Normalized amplitude

Normalized amplitude

Fig. 7 2D experimental images of a human hair structure phantom. (a)
2D Maximum-amplitude projection image acquired with MOR-PAM. (b)
2D Maximum-amplitude projection image acquired with traditional OR-
PAM. Norm., normalized.

Using MOR-PAM, we acquired a 3.6 mm % 3.59 mm image
within approximately 6 s, whereas conventional OR-PAM
under identical laser repetition rate and step size required about
50 s. Fig. 7a shows the XY-plane maximum-amplitude
projection of the human-hair phantom reconstructed from
multiplexed signals, and Fig. 7b shows the corresponding result
from conventional OR-PAM. The MOR-PAM reconstruction
clearly recovered the hair features, confirming the validity of
the spatial encoding and decoding process. The slight image
degradation observed in Fig. 7a is attributed to imperfect signal
separation during multiplexed acquisition, which lowers the
effective SNR compared with single-focus scanning.
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Fig. 8 2D experimental images of a leaf skeleton phantom. (a) 2D
Maximum-amplitude projection image acquired with MOR-PAM. (b) 2D

Maximum-amplitude projection image acquired with traditional OR-PAM.

Norm., normalized.

To further demonstrate the system’s capability in
reconstructing more complex spatial patterns, we performed an
additional experiment on a leaf skeleton phantom. The same
imaging configuration was used as in the hair phantom
experiment. As shown in Fig. 8a, the MOR-PAM
reconstruction successfully revealed the dense, vessel-like
network of the leaf skeleton, while Fig. 8b presents the
corresponding result obtained by conventional OR-PAM.
Although minor artifacts are present, the overall structure is
faithfully reproduced, verifying that the proposed method
remains robust when imaging intricate, non-sparse samples.

[VV. CONCLUSION AND DISCUSSION

In summary, we demonstrated that an acoustic mask enables a
single-element transducer to perform parallel detection of
multiple focal spots, thereby accelerating OR-PAM. The plastic
mask introduces location-dependent phase in the ultrasound
field and causes each PA signal to be uniquely identifiable
within the mixed PA signal, which are linear combinations of
the PA signals from individual spots. Our MOR-PAM system
enhances imaging speed by eightfold compared to the
traditional OR-PAM approach, while incurring only marginal
additional costs to the system (i.e., 3D-printed PLA mask). The
extent of improvement depends on the number of effective
spots formed by the DOE, which can be further increased if the
laser power is sufficient. The MOR-PAM method was
successfully demonstrated experimentally via imaging of a
phantom made by human hairs and leaf skeleton phantom. The
experiments show a lateral resolution of 3 pm. To achieve better
lateral resolution, we can further increase the numerical
aperture.

To optimize the imaging performance of our system, we have
devised an enhanced regularization algorithm for the effective
separation of mixed signals. Through simulations, this method
has demonstrated its capability to successfully separate and
reconstruct up to 8 mixed signals, each having an SNR of ~10.
Moreover, its proficiency in decomposing mixed signals has
been experimentally confirmed using our MOR-PAM system.
The main challenge in our current implementation is the
difficulty of illuminating the imaged objects in reflection mode
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due to the opaque coding mask and acoustic transducer, which
will affect the optical focusing. To enable coaxial optical and
acoustic access for reflection-mode imaging, future iterations
of our system may overcome this limitation by incorporating
optically transparent optical-acoustic combiners [31].

In this study, we used a hair phantom and leaf skeleton
phantom to validate the feasibility of the proposed system.
While these samples were suitable for demonstrating core
system performance, future studies will focus on histological
sections and biologically heterogeneous tissues to more
comprehensively assess the system’s imaging capabilities in
realistic biomedical settings.

At present, one major limitation of ultraviolet photoacoustic
microscopy (UV-PAM) using 266 nm excitation is the
inherently low pulse repetition rate of available lasers (i.e., 10—
20 kHz), which severely constrains imaging throughput.
Consequently, UV-PAM systems based on 266 nm excitation
will greatly benefit from parallelized acquisition strategies.
This is in contrast to more commonly used 532 nm lasers, which
has been demonstrated at 1-2 MHz for PAM [32]. It is worth
mentioning that although we demonstrated MOR-PAM at 266
nm, the method can be easily adapted to other wavelengths such
as 532 nm for vascular or tumor imaging in vivo.

Moreover, with sufficient laser energy and robust encoding,
the number of focal spots can also be further increased. In
current system, a 180 nJ pulse shared by 8 foci (~22.5 nJ per
spot) yields reconstructed signals with an SNR of 10-14 dB. In
principle, a 100 pJ laser could sustain ~200 foci at a comparable
SNR. For future scalability, a two-dimensional DOE could be
used to generate grid-patterned focal arrays. However,
increasing the number of focal spots may lead to stronger inter-
signal correlations and thus more ill-posed inversion problems.
To maintain signal separability and reconstruction stability in
such configurations, advanced encoding strategies and
regularized or data-driven reconstruction algorithms will be
explored.

Our work brings new opportunities not only for UV-PAM
techniques but also for all the OR-PAM for biological and
biomedical applications where high-speed imaging is needed.
We use an acoustic mask and a single-element cylindrical
focused transducer for multifocal UV-PAM imaging. By
simulation and experiment, we demonstrate that our method can
boost the PAM imaging speed limited by the laser repetition
rate. We believe that this approach will provide new
opportunities for high-resolution PAM applications. Our device
can also extend to applications like minimally invasive imaging
catheters, overcoming the limitations of thin form factors for
accommodating numerous ultrasound arrays in rapid optical
resolution photoacoustic endoscopes. Here, we demonstrated
experimentally that a simple setup with a coding mask enables
parallel PA imaging without complexity hardware. This
technique holds promise for advancing high-resolution PAM
applications.
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