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Abstract
Imaging ultrafast dynamic scenes has been long pursued by scientists. As a two-dimensional dynamic imaging technique, compressed ultrafast photography (CUP) provides the fastest receive-only camera to capture transient events. This technique is based on three-dimensional image reconstruction by combining streak imaging with compressed sensing (CS). However, the image quality and the frame rate of CUP are limited by the CS-based image reconstruction algorithms and the inherent temporal and spatial resolutions of the streak camera. Here, we report a new method to improve the temporal and spatial resolutions of CUP. Our numerical simulation and experimental verification show that by using a multi-encoding imaging method, both the image quality and the frame rate of CUP can be significantly improved beyond the intrinsic technical parameters. Importantly, the temporal resolution by our scheme can break the limitation of the streak camera. Therefore, this new technology has potential benefits in many applications that require the ultrafast dynamic scene image with high temporal and spatial resolutions.
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1. Introduction

To observe the temporal and spatial evolutions of ultrafast dynamic scenes, it is critical to capture each frame in the dynamic scene by a specific detection device. Typically, the imaging technologies based on the charge coupled device (CCD) or the complementary metal oxide semiconductor (CMOS) have enabled frame rates of up to $10^7$ frames per second (fps) [1]. However, due to the inherent limitations of on-chip storage and electronic readout speed, it is a big challenge to further increase the frame rate, which greatly restricts the applications of these technologies in faster dynamic scene imaging. The pump-probe measurement method can provide a much higher frame rate without the requirement of ultrafast detectors [2–4]. However, this method requires that the dynamic scene must be precisely repeatable. Moreover, this method needs ultrafast probe pulses to provide active illumination. Recently, the advent of compressed ultrafast photography (CUP) overcomes these technical limitations [5]. Compared to the electronic imaging with CCD or CMOS, CUP has an advantage; it can measure transient events with the frame rate of $10^{11}$ fps in a single shot. So far, CUP has been successfully applied to imaging a number of fundamental ultrafast optical phenomena [5, 6], including the laser pulse reflection and refraction, the photon racing in two media, and the photonic Mach cone. Considering its unique advantages, CUP can be coupled to a variety of imaging modalities in future studies such as microscopes or telescopes. Thus, the object size to be observed can vary from cells to galaxies.

CUP has shown to be a powerful tool to capture transient events. However, there are two inevitable problems. One is the limited image reconstruction quality produced by the compressed sensing (CS) algorithm. The other is that the frame rate is limited by the temporal resolution of the streak camera. Here, we develop multi-encoding CUP to improve both the temporal and spatial resolutions. In CUP, random codes are used to encode the ultrafast dynamic scene and are leveraged to decode the acquired data [5]. In previous studies, hundreds of images were usually reconstructed by single encoding and imaging step. Due to the inherent characteristics of the CS algorithm, the large data compression ratio can be beyond the image reconstruction ability [7–9]. Therefore, a small number of encoding and imaging steps in CUP can limit the image reconstruction quality. Recently, various new technical schemes have been proposed to further improve the image reconstruction quality such as the space and intensity-constrained reconstruction algorithm [10], optimizing the encoding code method [11], and lossless-encoding CUP [6]. However, the improvement is still relatively limited.

In order to show that both the temporal and spatial resolutions of CUP can be significantly improved by the multi-encoding imaging method (i.e. increasing the number of encoding and imaging steps), we numerically simulated a moving Shepp–Logan (S–L) phantom, the superimposition of multiple irrelevant images and a rotating stripe. We also experimentally measured a spatially modulated laser pulse. Our theoretical and experimental results show that a complex dynamic scene can be successfully reconstructed by multi-encoding CUP, and the temporal resolution can overcome the limitation of the streak camera.

2. Principle

In CUP, an ultrafast dynamic scene $I(x,y,t)$ is spatially encoded by a digital micromirror device (DMD), then temporally sheared in a streak tube, and finally, spatiotemporally integrated by a CCD. The measured image $E(x,y)$ can be mathematically formulated as [5]

$$E(x,y) = \text{TSCI}(x,y,t),$$

(1)

where $C$ is the spatially encoding operator, $S$ is the temporally shearing operator, and $T$ is the spatiotemporally integrating operator. To reconstruct the original ultrafast dynamic scene $I(x,y,t)$, equation (1) needs to be inversely solved. A common method is to look for the minimal value of the following object function, which is expressed as [12]

$$f_{\text{TwIST}} = \arg \min \left\{ \frac{1}{2} \| E(x,y) - \text{TSCI}(x,y,t) \|^2 + \beta \Phi (I(x,y,t)) \right\},$$

(2)

where $\beta$ is the regularization parameter, and $\Phi$ is the regularization function.

In multi-encoding imaging, as shown in figure 1, an ultrafast dynamic scene is divided into several replicas, and each replica is encoded by a different encoding mask. Finally, these components are individually imaged by a CCD after the temporal shearing. Thus, equation (1) can be further formulated in a matrix form as

$$\begin{bmatrix}
E_1(x,y) \\
E_2(x,y) \\
\vdots \\
E_k(x,y)
\end{bmatrix} =
\begin{bmatrix}
\text{TSCI}_1 \\
\text{TSCI}_2 \\
\vdots \\
\text{TSCI}_k
\end{bmatrix} I(x,y,t),$$

(3)

where $k$ is the number of encoding and imaging steps. In the image reconstruction by the TwIST algorithm, we perform the following operation in each iteration,

$$\hat{T}^n(x,y,t) = \sum_{m=1}^{k} (C_m)^T (\text{TS})^T \hat{E}_m(x,y),$$

(4)

where $n$ represents the $n$th iteration. In each iteration, the image information includes the signal and noise components. The signals in each measurement are relevant, while the noises are not. Thus, the signal to noise ratio (SNR) can be increased by using the multi-encoding imaging method. This approach is similar to the weak signal measurement by the synchronous accumulation method [13]. Since the SNR in each iteration can be increased, the final image quality can be improved.

In CS-based image reconstruction, the measurement error $\delta$ between reconstructed ($I^\#(x,y,t)$) and original ($I(x,y,t)$) ultrafast dynamic scenes obeys the relationship [7]

$$\delta = \| I(x,y,t) - I^\#(x,y,t) \|_2 \leq C \cdot R \cdot (M \cdot k / \log N)^{-(1/p-1/2)},$$

(5)

where $C$ and $R$ are constants that are correlated with ($I(x,y,t)$), $M$ and $N$ are the numbers of elements in $x$ and $y$. 
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axes of $E(x,y)$ and $I(x,y,t)$, and $p$ is a value in the range of 0 to 1 (i.e. $0 < p < 1$). It is easy to verify from equation (5) that a larger number of encoding and imaging steps ($k$) will lead to a smaller measurement error $\delta$. That is, with an increase in the number of encoding and imaging steps ($k$), the reconstructed dynamic scene will approach to the original dynamic scene. Usually, the reconstructed dynamic scene can be considered to be acceptable when the number of encoding and imaging steps ($k$) satisfies the following relationship [7, 9, 14]

$$k > F \cdot S \cdot \mu^2,$$

where $F$ is constant that is correlated with the element numbers $N$ and $M$, $S$ is a nonzero number in $\theta$, where $\theta = \Psi^{-1}I$ and $\Psi$ is the sparsifying basis. $\mu$ is the mutual coherence, which is defined as [7]

$$\mu = \sqrt{\max_{i,j} \langle O_i, \Psi_j \rangle},$$

where $O$ is the basis measurement with $O = TSC$. Here, $O$ and $\Psi$ are discrete matrices by transforming a 3D datacube into 2D data. Equation (5) indicates that the image reconstruction accuracy is proportional to the number of encoding and imaging steps ($k$), while equations (6) and (7) give the criterion for successful image reconstruction. Generally, the dynamic scene with the lower sparsity needs a larger number of encoding and imaging steps to be well reconstructed. In principle, any complex dynamic scene can be successfully reconstructed by increasing the number of encoding and imaging steps ($k$). As shown in equation (5), increasing the number of encoding and imaging steps can improve the image reconstruction accuracy, which manifests as the improvement of spatial and temporal resolutions. In theory, CUP’s spatial and temporal resolutions are usually determined by one DMD’s pixel size. In the actual CUP system, the temporal resolution is further deteriorated by the streak camera to multiple DMD pixels in imaging. In mathematics, the temporal resolution of the streak camera can be written as [15]

$$\tau = \frac{1}{\zeta \eta},$$

where $\eta$ is the spatial resolution of the streak camera ($\eta \propto 1/\Delta z$, $\Delta z$ is the distinguishable pixel size), and $\zeta$ is the constant that is related to the sweep voltage of the streak camera. Owing to multi-encoding imaging (i.e. increasing the number of encoding and imaging steps, $k$), the temporal resolution can overcome the limitation of the streak camera. This approach is similar to the working principle of a single-pixel camera [16–18], where a single-pixel detector can measure a two-dimensional image by multiple measurements based on image encoding and decoding.

3. Numerical simulation

We first show that CUP’s spatial resolution can be improved by multi-encoding imaging. Below we numerically simulated two dynamic scenes. The first dynamic scene is a moving 200-by-200 S–L phantom. The S–L phantom moved from left to right with ten pixels per frame, and the whole dynamic scene contained nine frames. The original image and reconstructed results are shown in figures 2(a) and (b), respectively. To quantitatively assess the image reconstruction quality, we calculated the peak signal to noise ratio (PSNR) by comparing the original and reconstructed images as shown in figure 2(c). With an increase in the number of encoding and imaging steps, the PSNR value shows a fast increase followed by a slow increase. When the number of encoding and imaging steps is increased to 15, the PSNR value can be up to 41.79, which is considered high quality in many applications [19]. The second dynamic scene is the superimposition of multiple irrelevant images. Here, nine completely different images were spatially superimposed and formed a complex dynamic scene with less sparsity compared to the moving S–L phantom. Figure 3(a) shows the original image together
After 26 encoding and imaging steps, all nine images can be reconstructed. To clearly observe the image reconstruction effect, we picked the first image for comparison. The original and reconstructed images are respectively shown in figures 3(b) and (c), and the calculated PSNR values are given in figure 3(d). The dynamic scene is complex, but it can still be reconstructed by increasing the number of encoding and imaging steps. The two simulation results verified that the complex dynamic scenes can be successfully measured by multi-encoding CUP.

Next, we demonstrate that the multi-encoding CUP can improve the temporal resolution over that of the streak camera. Here, we numerically simulated the stripe rotation. The stripe rotated 180° in the space; 10° in each frame. Therefore, the whole dynamic scene contained eighteen frames. The spatial resolution was set to be 3 × 3 pixels on CCD. Thus, the intrinsic temporal resolution should be no better than three pixels. However, we used one pixel size of DMD to reconstruct the dynamic scene. Here, image sizes on DMD and CCD were set to be the same, and the pixel sizes and numbers for DMD and CCD were also the same. Figures 4(a1) and (a2) show the original image and the simulated image with a limited resolution. Figures 4(b)–(e) show the image reconstruction results using 1, 2, 6, and 30 encoding and imaging steps. For the smaller numbers of encoding and imaging steps, as shown in figures 4(b) and (c), the image reconstruction quality is relatively poor (see figures 4(a3) and (a4)). Moreover, the motion of stripe rotation cannot be distinguished within the adjacent three reconstructed images. Thus, the dynamic information during this evolution is lost. However, with the larger numbers of encoding and imaging steps (see figures 4(d) and (e)), the spatial resolution of reconstructed images is significantly improved (see figures 4(a5) and (a6)). More importantly, the whole rotation process of the stripe can be better
To illustrate the temporal resolution improvement by the multi-encoding imaging method, we present the stripe rotation angle in each frame by 1 and 30 encoding and imaging steps as shown in figure 4(f). The stripe rotation angle has a linear increase for 30 encoding and imaging steps, which is the same as the original dynamic scene. In comparison, the data from 1 encoding and imaging step are less accurate.

4. Experimental verification

In the multi-encoding CUP experiment, we can employ two methods. One is multiple measurements in a single channel but the dynamic scene must be precisely repeatable. The other one is single measurement in multiple channels; this method is applicable to various dynamic scenes. To validate our theory, we measured a spatially modulated laser pulse by using the multi-encoding CUP. Because the dynamic scene was repeatable, we adopted the first method for multiple measurements in a single channel. The schematic diagram of experimental arrangement is shown in figure 5. Here, a nanosecond laser (Q-smart 450, Quantel, pulse width of about 3 ns, central wavelength of 532 nm, and repetition rate of 10 Hz) was used in multi-encoding CUP. To obtain a pulsed laser spot with a special spatial structure, we used a thin wire to divide the laser spot into two components in space. The laser spot size was 3 mm in diameter, while the wire size was about 300 μm.

Figure 4. Numerical simulation results of rotating stripe. (a) A selected original image (a1) and the simulated image with a limited resolution (a2) together with the reconstructed images by 1, 2, 6, and 30 encoding and imaging steps (a3)–(a6); (b)–(e) the reconstructed eighteen images by 1, 2, 6, and 30 encoding and imaging steps; (f) the stripe rotation angle in each frame for 1 (circles) and 30 (squares) encoding and imaging steps together with the linear fitting (line).

Figure 5. The experimental arrangement for the temporal and spatial measurements of a 3 ns pulsed laser spot by using the multi-encoding CUP system. Here, DMD: digital micromirror device; DG645: digital delay generator; PC: personal computer.
in diameter. The spatially modulated nanosecond laser spot was projected onto a thin white paper, and a small fraction of photons passed through the white paper. This spatially modulated laser pulse on the white paper was imaged using the multi-encoding CUP. In the system, the dynamic scene was imaged via a camera lens and a 4f imaging system. Then, the image was encoded by a DMD (Texas Instruments). Finally, the encoded image was sent to a streak camera (Model 2200, XIOPM) for measurement. In our CUP system, the temporal resolution of the streak camera was 180 ps, and the spatial resolution was 7.7 lp mm\(^{-1}\).

Figures 6(a) and (b) show the reconstructed images of spatially modulated laser pulse by 1 and 22 encoding and imaging steps. Seven representative images were chosen to display. The time interval between two adjacent reconstructed images was set to be 180 ps, which is equal to the temporal resolution of the streak camera. In this case, the time evolution process of a pulsed laser spot can be clearly observed by both 1 and 22 encoding and imaging steps, while the latter shows the higher image reconstruction quality. Especially, the blocked center part by the thin wire in the laser spot can be clearly displayed by multi-encoding CUP.

To show the improvement of the reconstructed image quality by increasing the number of encoding and imaging steps, we picked the reconstructed images at time zero for the different numbers of encoding and imaging steps. These selected images are shown in figure 6(c) and together with the static image in figure 6(d) for comparison. Here, the static image was measured by an external CCD. With the increase in the number of encoding and imaging steps, the spatial contour of the reconstructed image gradually approaches the static image. We also calculated the corresponding PSNR values of these reconstructed images. The calculated results are shown in figure 6(e). As the number of encoding and imaging steps increases, the PSNR value quickly increases and then reaches a plateau. The increase of the PSNR value further confirms that multi-encoding imaging can improve the spatial resolution of CUP.

To show that the multi-encoding imaging can break the limit of temporal resolution of the streak camera, we reconstructed the dynamic scene of the spatially modulated laser pulse with the temporal resolutions of 180, 90, and 45 ps. The reconstructed results for the cases of 1 and 22 encoding and imaging steps are shown in figure 7. Here, we selected five adjacent images with obvious intensity variation to observe. Moreover, to more clearly show the improvement in the temporal resolution, we also plot the corresponding intensities of these reconstructed images in figure 7. As shown in figure 7(a), the temporal resolution of 180 ps corresponds to the limitation of the streak camera, the intensity variation of the pulsed laser spot can be clearly observed by both 1 and 22 encoding and imaging steps. However, with an increase of the temporal resolution, as shown in figures 7(b) and (c), the intensity variation of the pulsed laser spot becomes indistinguishable by 1 encoding and imaging step, while it is still distinguishable by 22 encoding and imaging steps. When the temporal resolution is 45 ps (see figure 7(c)), the five adjacent images by 1 encoding and imaging step have almost identical structure and intensity. It is easy to see that, by multi-encoding imaging, both the temporal and spatial resolutions of CUP can be improved. Most importantly, the temporal resolution can be finer than that of the streak camera.
Multi-encoding imaging has shown to be a well-established strategy to improve the temporal and spatial resolutions of CUP. In the experiment above, we perform multiple measurements with a single channel for the repeatable dynamic scene. To keep the single-shot advantage, we can also use a lenslet array for a single measurement with multiple channels, and each imaging channel is individually encoded by the code mask. The experimental design is shown in figure 8. The photocathode of a streak camera is divided into several parts for imaging. Thus, the disadvantage of this scheme is a reduced spatial resolution. Therefore, it cannot measure the dynamic scene with the complex spatial structure. An alternative method to overcome the defect is to employ multiple streak cameras, which would be costly.

The theory and simulation above have shown that the multi-encoding CUP can measure the complex dynamic scene. However, in order to accurately reconstruct the complex dynamic scene, the number of encoding and imaging steps usually needs to reach a few or even tens. In actual experiments, if the dynamic scene is repeatable, it is proposed to employ the scheme of multiple measurements with a single channel. On one hand, because the DMD is programmable, it is easy to change the encoding mask in each measurement. On the other hand, the whole CUP system is relatively compact, and it is easy to be instrumented in future applications.

Our simulation and experiment have proved that the multi-encoding imaging method can break the temporal resolution limit of the streak camera. As shown in equation (8), the temporal resolution of the streak camera is correlated with the spatial resolution. Due to the performance of the streak camera, the spatial resolution usually covers multiple pixels of the DMD in imaging. That is, it needs to merge multiple pixels of the DMD to obtain a clear encoded image. However, in the image reconstruction, one pixel size of the DMD is usually used to determine the maximal temporal resolution. If a smaller pixel size is used, more pixels are covered under the same spatial resolution of the streak camera. Thus, the temporal resolution will be higher. Generally, the pixel size should be determined under the optical diffraction limit. In future experiments, we can use a smaller DMD pixel size in CUP imaging. Therefore, using the picosecond streak camera can potentially image the femtosecond dynamic process by multi-encoding CUP.

In summary, we have developed a multi-encoding imaging method to improve the image reconstruction accuracy of CUP. Here, both the temporal and spatial resolutions can be significantly improved by increasing the number of encoding and imaging steps. Our results showed that this multi-encoding CUP can capture complex dynamic scenes. Most importantly, the temporal resolution can be finer than that of the streak camera. This study can advance the CUP technique to a new level and may promote its practical applications in ultrafast imaging. Furthermore, based on multiple measurements, our

Figure 7. The reconstructed images by 1 (left panels) and 22 (right panels) encoding and imaging steps with the temporal resolutions of 180 (a), 90 (b) and 45 ps (c), together with the corresponding intensity variation for 1 (squares) and 22 (circles) encoding and imaging steps (below panels).

Figure 8. The schematic diagram of a multi-encoding CUP system by a single measurement with multiple channels based on the lenslet array.

6. Conclusions
method can be applied to imaging dynamic scenes with weak signal levels for future studies.
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