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Abstract: The sparse transforms currently used in the model-based reconstruction method for 
photoacoustic computed tomography (PACT) are predefined and they typically cannot 
capture the underlying features of the specific data sets adequately, thus limiting the high-
quality recovery of photoacoustic images. In this work, we present an advanced 
reconstruction model using the K-VSD dictionary learning technique and present the in vivo 
results after adapting the model into the 3D PACT system. The in vivo experiments were 
performed on an IRB approved human hand and two rats. When compared to the traditional 
sparse transform, experimental results using our proposed method improved accuracy and 
contrast to noise ration of the reconstructed photoacoustic images, on average, by 3.7 and 1.8 
times in the case of 50% sparse-sampling rate, respectively. We also compared the 
performance of our algorithm against other techniques, and imaging speed was 60% faster 
than other approaches. Our system would require sparse-transducer array and lower number 
of data acquisition hardware (DAQs) potentially reducing the cost of the system. Thus, our 
work provides a new way for reconstructing photoacoustic images, and it would enable the 
development of new high-speed low-cost 3D PACT for various biomedical applications. 

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

1. Introduction 
Photoacoustic computed tomography (PACT) is a major modality for photoacoustic imaging 
(PAI) [1]. It has the common advantages of optical imaging, such as non-invasive, non-
ionizing, high-contrast, and ultrasound imaging, such as high-resolution. In addition, PACT 
has the multi-scale and multi-resolution imaging abilities for large field-of-vision (FOV) and 
deep tissues. This imaging modality has been used successfully in many biomedical imaging 
fields, such as the whole-body imaging of small animals and the early diagnosis of breast 
cancer [1,2]. More recently, the application of PACT for the detection of vulnerable plaques 
in the cardiovascular system is also being explored [3,4]. In PACT, the ultrasound signals 
emitted from the biological tissues are collected using unfocused ultrasound transducers, and 
then a reconstruction algorithm is employed on these received signals to form the optical-
absorption image. The transducer usually contains several hundred densely packed transducer 
elements to achieve high-quality photoacoustic images. As a result, the cost of fabricating 
ultrasonic array is very high and increases significantly when high-frequency transducer 
elements are used [5]. In addition, since the data acquisition card has a limited number of 
channels, the multiplexing technique is usually used to combine information coming from a 
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large number of channels available on the transducer. The multiplexing technique leads to 
long data acquisition time for one B-scan photoacoustic image and multiple laser 
illuminations may be required. The increased time in forming an image could influence the 
diagnosing of the disease in clinical applications. 

Sparse sampling is an effective way in PACT to decrease the fabrication costs of the 
ultrasonic array and to reduce the data acquisition time. However, the recovered 
photoacoustic images with sparse sampling using the traditional reconstruction method, such 
as the back-projection method (BP), will degrade if reconstruction’s technique does not 
address sparse sampling [6]. Several efforts have been made to improve the image quality of 
sparse-sampling in PACT [7–9]. The compressed sensing (CS) is a typical model-based 
technique that incorporates sparsity prior of signals to improve the reconstruction of sparse-
sampling. For example, Guo et al. implemented the CS-based photoacoustic imaging of rat 
brain and subcutaneous blood vessels in vivo [10]; Song et al. proposed an advanced CS 
reconstruction model with partially known support for acoustic- and optical-resolution PACT 
[11–13]. The typical predefined sparse representations used in reconstruction model are, 
Wavelet, Fourier and total variation (TV) transforms. Although these transforms have the 
advantages of simplicity with known properties, they may not capture all features of the 
specific image sequence adequately in sparse sampling and could lead to limited artifacts 
suppression. Recently, our research group developed a principal component analysis (PCA) 
method for 3D sparse-sampling PACT [14], in which ~30 – 50% fully sampled frames were 
required to obtain the PCA basis. This method implemented the 3D high-speed imaging of 
PACT without any iterative process, but the data acquisition time did not reduce significantly. 

Dictionary learning (DL) is a new approach for adaptive sparse representation of signals 
and is being widely used in image processing, machine learning and computer vision [15–17]. 
In medical imaging, several researchers have explored using dictionary learning to reconstruct 
images. Bai et al. proposed an iterative low-dose CBCT reconstruction method based on the 
3-D dictionary to effectively suppress the noise while retaining the structures of the low-dose 
CBCT image [18]. Wang et al. implemented a real-time dynamic MRI based on a parallel 
dictionary learning method [19]. Shen et al. developed a dictionary learning-based framework 
for PET reconstruction [20]. Novel dictionary-learning methods are also being explored in 
recent years to meet higher processing requirements, and some of them are used in medical 
imaging fields as well. Karimi et al. proposed a novel two-level structured dictionary for fast 
processing of 3D medical images and applied it to the 3D computed tomography (CT) 
restoration [21]. Jiang et al. proposed a super-resolution CT image reconstruction method 
based on a dictionary jointly trained on low- and high-resolution image patches [22]. Aiming 
to reconstruct the undersampled dynamic contrast-enhanced (DCE) MRI data, Quantm et al. 
proposed a data-driven CS reconstruction method based on the convolutional sparse coding 
algorithm [23]. Ravishankar et al. developed a novel reconstruction framework for MRI based 
on the sparsifying transform learning [24]. The DL technique is also explored in 
photoacoustic imaging. Zhou et al. applied DL to the reconstruction of sparse-sampled 
photoacoustic images, and the effectiveness of DL was verified by the numerical simulations 
[25]. Ning et al. presented a new DL-based method to remove the reverberant signal in 
photoacoustic microscopy (PAM) and enabled its depth-resolved imaging of cortical 
microvasculature in the mouse brain [26]. 

In this paper, we are proposing a novel DL-based advanced reconstruction algorithm with 
sparse sampling for in vivo 3D PACT imaging. We adopted a conventional dictionary 
learning method to show the feasibility of using dictionary learning methods to reconstruct 
3D images in PACT. To our knowledge, this is the first time such a DL-based reconstruction 
method has been proposed for the PACT imaging. In this method, very few frames of the 3D 
imaging region (~5%) are required to be sampled fully to generate the dictionary, thus, 
reducing the data acquisition time significantly. The trained DL is then imported into imaging 
model to reconstruct all other sparse-sampled frames in this 3D region to reconstruct the 3D 
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volume. Compared to the previous model-based photoacoustic image reconstruction methods, 
our proposed DL based reconstruction model can recover more accurate and higher quality 
photoacoustic images, without changing the structure of the experimental device. In vivo 
experiments of a human hand and two rats demonstrated the superiorities of our proposed 
method. 

2. Methods 

2.1 Dictionary sparse representation 

The sampling image first needs to be divided into many overlapping sub-patches to obtain a 

dictionary. Assuming the dimension of each patch is N * N , the sampling data matrix
S

i i=1= [ ]Y y is constructed. Where S represents the total number of patches, iy is the vector 

form of the ith  image patch with size N . Using this data matrix Y , a dictionary 1[ ]K
i i==D d is 

derived. Due to the overcomplete feature of the dictionary, K is usually much larger than N . 
Finally, the data Y is sparsely represented in the dictionary D , and the sparse-coefficient 
matrix is represented as 1[ ]S

i i==α α . The above process of DL for a given sampling data can 

be expressed by the following equation [19]: 

 
1

2
02 0,
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S

i i i
i
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=

− ∀ ≤D α
y Dα α  (1) 

where 0L  represents the sparsity constraint, iα is the sparse representation of iy over D . 

Equation (1) can be rewritten in the following unconstrained form: 
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2
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where μ represents the penalty parameter of the sparsity. There are many advanced DL 

learning algorithms developed to build DL, including sparsifying transform learning, 
structured dictionary learning method, and convolutional dictionary learning. In this paper we 
chose K-SVD method since it is considered to be standard for dictionary learning and is used 
in a variety of applications. In addition, K-VSD method is simple to use. 

2.2 Reconstruction model 

Assuming the system matrix of the PACT is K , the measurement data matrix is Y , and the 
photoacoustic image to be reconstructed is X , then the model-based reconstruction formula 
with sparsity constraint for PACT can be expressed as: 

 2

2 1
min λ= +

X
F KX - Y ΨX  (3) 

In Eq. (3), λ represents a regularization parameter andΨ is a sparse transform. It is often 
useful to include a total variation (TV) item in the reconstruction model even when other 
sparse transforms are used in the objective function [12,13,19]. Therefore, the enhanced 
reconstruction model of Eq. (3) is: 

 
2

1 22 1
min ( )λ λ= + +

X
F KX - Y ΨX TV X  (4) 

where 1λ and 2λ represent the regularization parameters. The TV consists of two parts, row 

differential transform (represented by rT ) and column differential transform (represented by

cT ). So the ( )TV X in Eq. (4) can be expressed as:
1 1

( ) r c= ∗ + ∗TV X T X X T . In practical 
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applications, when a Wavelet transform is adopted as the sparse transform, the reconstruction 
model of Eq. (4) can be called as Wavelet-TV model. 

An advanced reconstruction model of PACT with dictionary sparse representation and TV 
(DL-TV) was developed to address the sparse-sampling artifacts in the limited-view PACT: 

 
22 1

22,{ } 2 0

1
min ( )

2 2j
j j j

j j

R
λ μ λ= + − + + X α

F KX - Y X Dα α TV X  (5) 

In Eq. (5), F is the objective function consisting of four parts——the first part represents 
the square error between the estimated measurements from the reconstructed signal and the 
experimentally acquired measurements, the second part represents the square error between 
the original image and the transformed image by the dictionary, the third part represents the 

0l norm of the sparse signals in the dictionary domain, and the fourth part represents the TV 

penalty of the signal. jR is the operator for extracting the jth sub-image patch from the 

original image X . 1λ , 2λ and μ are the regularization parameters determining the trade-off 

between the data fidelity and the sparsity. In here, 0l norm is the number of non-zero elements 

in the sparse matrix. The optimization of Eq. (5) involves solving for two variables, X and 
{ }jα . Once the dictionary D is learned from the training data set, we apply a commonly used 

method —orthogonal matching pursuit (OMP) — to compute the sparse coefficient matrix 
{ }jα , in Eq. (5), for all patches of the image X . Once D  and { }jα  are determined, X is 

updated by conjugate gradient descent (CGD) algorithm. Since 
0jα  is a constant, the 

gradient computation with respect to X  is not performed on this item [27]. Thus, the gradient 
computation formula for F with respect to X in Eq. (5) is: 

 1 2( ) ( ) ( )j j
j

R Rλ λΤ∇ = + + ∇Τ
jF X K (KX - Y) X - Dα TV(X)  (6) 

Generally, the 1l norm here is not smooth and not differentiable [28]. To implement the 

gradient computation on 1l norm, a method proposed by Lustig is adopted in our paper. In this 

method, the absolute value of 1l norm of vector X is approximated with a smooth function by 

using the relation μ≈ ∗ +X X X , where μ is a positive smoothing parameter. With this 

approximation, 
*X

d X X

dX X μ
≈

+
. Let W be a diagonal matrix with the diagonal elements

*(i, i) ( ) ( )i i μ= Ψ Ψ +W X X , Ψ  is a sparse transform. Then the gradient of 1l norm of X  can be 

computed with the formulation: * -1

1
W X∇ Ψ = Ψ ΨX . The more detailed description can be 

found in Ref. 28. 
To compute the gradient ∇TV(X)  in (6), two diagonal matrixes were constructed. They 

are (i, i) ( ) (( ) )r r i r i
∗= ∗ ∗W T X T X and (i, i) ( ) (( ) )c c i c i

∗= ∗ ∗W X T X T . The ∇TV(X)  is then 

computed by: 

 ' -1 -1 '
r( ( )) ( ( ) + ( ( ) ))r r c c c∇ = ∗ ∗ ∗ ∗ ∗ ∗TV X T W T X X T W T  (7) 

2.3 Reconstruction algorithm 

The flowchart of the 3D sparse-sampling PACT with DL is shown in Fig. 1. The first stage in 
the flowchart is data sampling. In this stage, two types of data acquisition strategies were 
used. One is full sampling, where about 5% of uniformly distributed fully sampled frames are 
selected from the 3D imaging region, the other is sparse sampling, where sparse sampling is 
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applied to all other frames in the 3D imaging region. The second stage is the dictionary 
training. The fully sampled photoacoustic images of the previous stage are reconstructed 
using BP and combined into a training data. The dictionary D  is computed by running the K-
SVD algorithm on the fully-sampled data. The third stage is the PACT reconstruction with 
DL. In this stage, the 3D PACT imaging is implemented by reconstructing each 2D 
photoacoustic image. Specifically, to recover ith B-scan with sparse sampling, it is initialized 
with the results reconstructed by BP. With the system matrix K , raw measurements Y and 
the initial image iX  as inputs, the DL reconstruction process of one B-scan is implemented 

using an iterative process with CGD optimization method. The major steps of this 
optimization process are presented in algorithm 1. 

 

Fig. 1. Flowchart of our proposed algorithm based on learning dictionary. 
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Algorithm 1: Optimization algorithm of DL-based reconstruction for one B-scan

Input: Y --measurement data, K --system matrix; 1λ , 2λ --regularization parameters; 

 β --iteration step, k --iteration number; ε --stopping threshold; D --dictionary.        

Output: X -- reconstructed photoacoustic images 

Initialization： 1k = ; k
i ix=X , ix is the initial 2D image of the thi frame reconstructed by BP; 

Repeat: 

Step 1: Divide k
iX  into S  sub-patches; 

Step 2: Compute sparse-coefficient matrix 1[ ]S
j j =α  using OMP and D ; 

Step 3: Compute the gradient ∇F of the objective function in Eq. (5) using Eqs. (6) and (7); 

Step 4: Update k
iX  by 1 ( )k k

i i β+ = + ∗ −∇X X F ; 

Step 5: if 
2k+1

i 2
- k

i ε<X X   

         then 1k k= + and goto step 1; 
      else EXIT

 

2. 4 Imaging system and in vivo experiments 

All in vivo experiments in our work were performed using a linear ultrasonic-array based 
PACT system. The major components of this system include: (1) a Q-switched Nd: YLF 
laser-pumped tunable dye laser with a laser repetition rate of 10 Hz and a pulse width of 6ns; 
(2) a 48-element linear ultrasound array (30MHz center frequency, 70% bandwidth) with 
each element of size 800μm × 200μm; (3) a high-frequency 8-channel PCI data acquisition 
card. The system is equipped with a container filled with deionized water, and a low-density 
polyethylene film-sealed window underneath the container for laser irradiation and signal 
acquisition. The film underneath and deionizing water provides good coupling for receiving 
ultrasound signals. In this system, the data acquisition for each two-dimensional images 
requires 6 laser pulses, and the three-dimensional data is obtained by mechanical scanning of 
the two-dimensional ultrasonic probe. 

For in-vivo imaging experiments, the dye laser output was tuned to 584 nm—an isosbestic 
point at which the oxy- and deoxy-hemoglobin absorb the light equally. For small animal 
imaging, the Sprague Dawley rat (Harlan Laboratories, Inc., USA) was used. For anesthesia, 
intra-dermal injection of ketamine (85 mg/kg) and xylazine (15 mg/kg) mixture was used. For 
human hand imaging, the optical fluence on the skin surface was set to ~0.5 mJ/cm2 per 
pulse, well below the ANSI recommended maximum permissible exposure (MPE) of 20 
mJ/cm2 for a single pulse in the visible spectral range [29]. Since the ANSI safety limit for 
this pulse width region is based dominantly on the thermal mechanism, our compliance with 
the ANSI standards guarantees no thermal damage to the tissue. All animal and human 
experiments described here were carried out in compliance protocols approved by 
Washington University, St. Louis, USA. 
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3. Results 

3.1 In vivo imaging 

To verify the performance of the proposed sparse-sampling PACT with DL, in vivo imaging 
of vascular bed in the back of two rats (Rat-A and Rat-B) and a human hand were performed. 
For a reconstructed 3D volume, 166 B-scan frames were acquired, with each reconstructed B-
scan image in a 3D volume consisting of 128 × 128 pixels (corresponding to a cross-section 
of ~6.4 mm × 1.6 mm). For constructing a global dictionary, 8 homogeneously distributed 
frames from the entire 3D imaging region were extracted and fully sampled as discussed 
before (here, full sample means all transducers in the ultrasonic array are used to acquire 
data). The reconstructed photoacoustic images by BP were used as the training data to derive 
a dictionary. The sample images and the corresponding dictionary of the human hand and two 
rats are shown in Fig. 2. Figures 2(A) - (C) are the maximum-amplitude-projection (MAP, 
note: the projection is performed along the depth direction) photoacoustic images of the 
human hand and two rats with full sampling data, respectively, and they are used as the 
reference images for all the following sections in this paper. Figures 2(1) – 2(8) are 
homogeneously distributed 8 sampling frames on the entire 3D imaging region. 

 

Fig. 2. Training samples and the corresponding dictionaries. (A-C), MAP images of a human 
hand and two rats, reconstructed by BP with the data from all transducer elements; (1) – (8), 8 
full-sampling photoacoustic images reconstructed by BP. 

The results of the human-hand reconstructed by the traditional BP, Wavelet-TV, DL, and 
DL-TV with the different sampling rate (SR) are shown in Fig. 3. The error images between 
the reconstructed results and the reference image (Fig. 2(A)) are also shown in this figure and 
are placed adjacent to their MAP images. While computing the errors, all images are 
normalized by their mean values. In our Wavelet-TV method, a four-level Daubechies 
wavelet is used as the sparse transform. Figures 3(A1) – (A4) are MAP images reconstructed 
by BP, Wavelet-TV, DL and DL-TV with 2/3 SR, respectively. Under this 2/3 sampling rate, 
the artifacts in BP image are very apparent and are suppressed effectively by the Wavelet-TV, 
although few streak artifacts remain. Our proposed DL and DL-TV can recover higher-quality 
photoacoustic images while removing almost all sparse-sampling artifacts. The error images 
showed that all the methods discussed above have very small reconstruction errors and 
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demonstrated their reconstruction accuracy at the corresponding sampling rate. When the 
sampling rate decreased to 1/2, the artifacts in the photoacoustic image reconstructed by BP 
increased (Figs. 3(B1) – (B4) and their errors). Although Wavelet-TV suppressed artifacts to 
some extent, many artifacts remained in the reconstructed results (Fig. 3(B2)). Using our 
proposed DL method, most of the artifacts are removed, and acceptable results are obtained 
(Fig. 3(B3)) even for 1/2 sampling rate. When TV is incorporated, artifacts are suppressed 
further while maintaining the details at the same time (Fig. 3(B4)). The error images show 
that higher fidelity was achieved by our proposed method at this SR. When the sampling rate 
was decreased further, i.e., to 1/3 of sampling rate, the sparse-sampling artifacts become 
distinct in the reconstructed BP image (Fig. 3(C1)). In this case, only few artifacts are 
suppressed by Wavelet-TV, and this method fails to recover photoacoustic images at this 
sampling rate (Fig. 3(C2)). When our proposed DL and DL-TV methods are used, acceptable 
results are achieved with most of the artifacts removed except for the small amount of signals 
blurring. Although errors increase with the sampling rate, the majority of the signals are 
recovered completely by our proposed method. 

The reconstructed photoacoustic images of one typical B-scan (the 92nd frame, indicated 
by the yellow line in Fig. 3 (A1)) are displayed in Fig. 4. Figures 4(a1) – (a4) are the 
reconstructed results by BP, Wavelet-TV, DL and DL-TV, respectively, with 2/3 SR, Figs. 
4(b1) – (b4) are the corresponding reconstructed results with 1/2 SR, and Figs. 4(c1) – (c4) 
are those obtained with 1/3 SR. Error images are placed next to the reconstructed results. 
These recovered B-scan images exhibited similar results with the MAPs given in Fig. 3. With 
the decrease in sampling rate, the artifacts become more and more prominent in the 
photoacoustic images recovered by BP, and they can be suppressed with varying degree of 
success using Wavelet-TV for of 2/3 and 1/2 SR, except for 1/3 SR where artifacts were 
significant. However, when our proposed DL-TV method is used, the artifacts in the 
photoacoustic images can be removed dramatically independent of the 2/3 or 1/3 SR. The 
error images in this figure clearly show the reconstruction fidelity of our method compared to 
different reconstruction methods. 
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Fig. 3. Reconstructed photoacoustic images and the errors of a human hand. (A1) – (A4), MAP 
images reconstructed by BP, Wavelet-TV, DL and DL-TV with 2/3 SR; (B1) – (B4), Results 
reconstructed by the four methods with 1/2 SR; (C1) – (C4), Results reconstructed by the four 
methods with 1/3 SR. x is the lateral direction of the transducer array, y is the mechanical 
scanning direction, colorbar represents the grayscale range of the error images. 
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Fig. 4. Reconstructed results and errors of one B-scan (indicated by the yellow line in Fig. 3 
(A1)) of the human hand. (a1) – (a4), B-scan images reconstructed by BP, Wavelet-TV, DL, 
and DL-TV with 2/3 SR; (b1) – (b4), Results reconstructed with 1/2 SR; (c1) – (c4), Results 
reconstructed with 1/3 SR; z represents the depth direction. 

To further validate our proposed DL-TV reconstruction method, in vivo experiments were 
performed on 2 rats, namely Rat-A and Rat-B. Figure 5 shows the reconstructed MAP images 
of two rats with different reconstruction methods and sampling rates. The first and fourth row 
in this figure shows reconstructed MAP images and the corresponding errors by BP, Wavelet-
TV, and DL-TV with 2/3 SR, the second row and fifth row shows the corresponding results 
and errors with 1/2 SR, and the third row and sixth row shows the results and errors with 1/3 
SR. With the decreasing sampling rate, the quality of the reconstructed images by BP 
decreases rapidly. The Wavelet-TV method could recover satisfying images with 2/3 SR, but 
cannot recover effectively for 1/2 and 1/3 SR. Especially for the 1/3 SR, many weak signals 
emerged in the artifacts. When our proposed DL-TV method is employed, high-quality 
photoacoustic images are obtained for both 2/3 and 1/2 SR, and only few artifacts appear with 
1/3 SR. Compared to the reference image, our proposed method captures almost all signals 
while simultaneously removing the artifacts resulted from the sparse sampling effectively . 
Even though some weak details are suppressed in the reconstruction process, our proposed 
method provides a clear profile of the imaging object and higher-accuracy photoacoustic 
images. The error images also demonstrate the superiorities of the proposed method over 
Wavelet-TV and BP methods. 
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Fig. 5. MAP photoacoustic images and the corresponding errors of Rat-A and Rat-B. (A1) – 
(A3) and (D1) – (D3), Results of Rat-A and Rat-B reconstructed by BP, Wavelet-TV and DL-
TV with 2/3 SR, respectively; (B1) – (B3) and (E1) – (E3), Results of Rat-A and Rat-B 
reconstructed by the three methods with 1/2 SR, respectively; (C1) – (C3) and (F1) – (F3), 
Results of Rat-A and Rat-B reconstructed by the three methods with 1/3 SR, respectively. 

The results of two typical B-scans from the two rats, indicated by the vertical dashed lines 
in Figs. 5(A1) and (D1), are shown in Fig. 6. The recovered photoacoustic images using 
different methods and their reconstruction errors are all shown in this figure. In these images, 
it can be seen that high quality and high accuracy photoacoustic images are obtained by our 
proposed method for all 2/3, 1/2 and 1/3 SRs. Although few weak signals are suppressed 
while removing artifacts for the 1/3 SR reconstruction, the major signals of the images are 
well preserved. 
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Fig. 6. Reconstructed results and errors of two B-scans from Rat-A and Rat-B (indicated by the 
vertical dashed lines shown in Figs. 5(A1) and (D1)). (a1) – (a3) and (d1) – (d3), B-scan 
images reconstructed by BP, Wavelet-TV, and DL-TV with 2/3 SR, respectively; (b1) – (b4) 
and (e1) – (e3), Results reconstructed with 1/2 SR of the two B-scans, respectively; (c1) – (c4) 
and (f1) – (f3), Results reconstructed with 1/3 SR of the two B-scans, respectively. 

3.2 Quantitative analysis 

In this section, quantitative analyses are presented to compare the results between our DL 
based model against other models. 

The first quantitative parameter is the contrast-to-noise ratio (CNR) calculation. Three B-
scans reconstructed at 1/2 SR from the data sets of human-hand, Rat-A and Rat-B, were 
selected to compute the CNRs, and are shown in Fig. 4 (B-scan from the human hand) and 
Fig. 6 (B-scans from Rat-A and Rat-B). The plots of relative optical absorption amplitudes of 
the three B-scans, along the dashed lines in the reference images, are shown in Fig. 7. For 
each B-scan, two representative peak signals (indicated by the arrows) are selected to 
compute the CNRs, and the results are listed in the tables for different methods. From the 
table, the images recovered by the DL-TV method achieves highest CNR, and it is about 1.9x 
compared to the reference image. When compared to BP and Wavelet-TV methods, DL-TV 
method achieved higher CNR and were 2.5x and 1.8x, respectively. 

The second quantitative parameter used for comparison between the reconstructed images 
and the reference images is the mean square errors (MSE). The definition of MSE is: 

 
2

2

ˆ ˆ( )MSE N= −X X X  (8) 

where X̂ denotes the reconstructed B-scan image using different methods, X denotes the 
reference B-scan image, and N is the number of total pixels in one B-scan. 
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Fig. 7. Photoacoustic amplitudes (relative optical absorption) along the chosen dashed lines in 
B-scan images of (a) Human hand (Ref. in Fig. 4), (b) Rat-A and (c) Rat-B (Refs. in Fig. 6). 

The MSEs for 166-frame photoacoustic images reconstructed at 1/2 SR by different 
methods is shown in Fig. 8. Figures 8(a) – (c) are the MSEs corresponding to the data sets of 
the human hand, Rat-A, and Rat-B, respectively. From these curves, we can see that the 
MSEs of our proposed DL/DL-TV are much smaller than that of other traditional 
reconstruction methods. In several frames, the MSEs of our proposed method is larger than 
the Wavelet-TV method. We analyzed these frames and found that these frames contained 
very little signal, and most of the regions in the reference B-scan images contain background 
noises. Our proposed method has stronger noise-suppressing abilities than other methods. 
Thus, for this kind of frames, the errors between the reconstructed results from our proposed 
method and the reference images are larger than that from the wavelet-TV method. In order to 
have a better quantitative comparison, the maximum MSE, minimum MSE and average MSE 
of all frames are analyzed, and the computed values are shown in the bar graphs. Compared 
with the Wavelet-TV method, the MSE of our proposed method is decreased by about 3.7x 
demonstrating the superiorities of our proposed method in reconstructing PACT with sparse 
sampling. 
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Fig. 8. MSE Curves of the 166-frame photoacoustic images reconstructed by different methods 
with 1/2 SR. (a), Curves of the human hand data set; (b), Curves of the Rat-A data set; (c), 
Curves of the Rat-B data set; (d) – (f), the bar graphs of maximum MSE, minimum MSE and 
average MSE of the three data sets. 

3.3 Convergence analysis 

The above quantitative analyses have demonstrated the superiorities of the DL based PACT 
in improving the CNR and accuracy of the photoacoustic images reconstructed with sparse 
sampling. In this section, we will analyze the convergence of our proposed method. 

The difference between two successive photoacoustic images reconstructed from 
iterations was used as the iterative stopping criterion, as illustrated in section 2.3. In our 
experiments, when the difference between the reconstructed images from two successive 
iterations becomes very small, i.e., less than the set threshold, the iterative optimization 
process will stop. To verify the convergence of our proposed method, the different curves for 
three B-scans, which are randomly selected from the three data sets, are plotted against 
iterations and are shown in Figs. 9(a) – (c). The differences decrease rapidly within the first 
30 iterations and they converge after about 80-100 iterations for all cases of 2/3, 1/2 and 1/3 
SRs. For our proposed method, the differences between images from successive iterations are 
near zero after 60 iterations, demonstrating the fast convergence of our proposed method. 
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Fig. 9. Convergence curves with iteration number of the B-scans (a) one B-scan from the 
human hand, (b) one B-scan from the Rat-A, and (c) one B-scan from the Rat-B. 

To compare the computing performances of our proposed method, the imaging speed of 
BP, Wavelet-TV, and DL-TV are provided in Table 1 for a 10Hz laser repetition rate and 8-
channel DAQ. The presented imaging speed, which includes data acquisition time as well as 
reconstruction time, is for one frame and is determined on a PC with an AMD A8-4500 APU 
of 1.9GHz. Following observations can be made from the Table: (1) The DL-TV with 1/3 SR 
has ~60% smaller DAQ time than that of the methods with full SR. For DL-TV and Wavelet-
TV with the same SR, DAQ time are almost same; (2) The reconstruction time of DL-TV and 
Wavelet-TV is much longer than the conventional BP method due to the intrinsic iterative 
process involved in these techniques. Although DL-TV image-reconstruction time is 2x more 
than Wavelet-TV time, when using the same SR, the DL-TV reconstruct higher-quality 
photoacoustic images. To accelerate the off-line iterative reconstruction process further, 
graphical processing unit (GPU) based parallel computation method can be employed in the 
future work. 

Table 1. Comparisons of the imaging speed of the different reconstruction methods 

Image size  Reconstruction time (s) / frame  DAQ time (s) / frame 

128*128 
pixels 

 BP 
(Full SR) 

Wavelet-TV 
(1/3 SR) 

DL-TV 
(1/3 SR) 

 Full 
SR 

1/3 SR 
(Wavelet-TV) 

1/3 SR 
(DL-TV) 

5.33 78.46 164.69 0.6 0.2 0.22 

4. Discussion and conclusions 
Compared to the traditional BP and Wavelet-TV methods in reconstructing the sparse-
sampling PACT, the proposed DL based method is superior in reconstruction quality and 
accuracy. We demonstrated the improved quality and accuracy through in vivo experiments. 
In this section, we discuss several novel aspects of our reconstruct process and also present 
important issues to be considered for the final reconstructed results. 

4.1 Optimization of reconstruction parameters 

We used several heuristic parameters while implementing our algorithm and all these 
parameters are listed in Table 2. First, choosing the right parameters for dictionary learning is 
very important. The patch size N in the dictionary training should be determined optimally. 
Smaller patch size will increase the computation cost, and on the contrary a larger patch size 
cannot capture the image features adequately. In our work, we set the patch size N to 64, 
which is much smaller compared to column size 256 of the dictioanry. This patch size 
guarantees sufficient dictionary redundancy for the perfect representation of signals, i.e., the 
column number K of a dictionary is much larger than the patch size N . Since too much 
redundancy will result in large computation and excessive smoothing on signals, we limited 
the redundancy to 4-fold, which proved to be optimal for our cases. The sparsity level 0L is 

another important factor affecting the imaging quality, and it is usually set to 5~10. The 
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details on how to set the sparsity level can be found in Ref. 18. The sparsity level 0
DL in 

dictionary training and 0
SL in image reconstruction used in our work are given in Table 2. 

Second, the regularization parameters 1λ and 2λ used in the proposed reconstruction model 

should be determined appropriately. Overweighed values will result in distortion of 
reconstructed photoacoustic images and on the contrary, if they are set too small the prior 
constraints of the two parameters will be ineffective. In addition, the weight distribution 
between DL and TV, i.e., relative magnitude of 1λ and 2λ , is also important. Currently, there is 

no effective method to determine the optimal value for these parameters, and they potentially 
vary with different data sets. In our experiments, they were determined after several trials, 
and their values are listed in Table 2 for various sampling rates and image data sets. Other 
factors influencing the image quality in the reconstruction process include, number of 
iterations and step size for signal updating per iteration . Their values used in our experiments 
are also listed in Table 2 for different data sets. In near future, we will investigate methods to 
determine these parameters optimally. 

Table 2. Values of some key parameters used in our experiments 

Parameter Human hand Rat-A Rat-B 
2/3 SR 1/2 SR 1/3 SR 2/3 SR 1/2 SR 1/3 SR 2/3 SR 1/2 SR 1/3 SR 

1λ  0.1 0.2 0.2 0.1 0.15 0.2 0.1 0.15 0.2 

2λ  0.1 0.15 0.15 0.1 0.15 0.15 0.1 0.15 0.15 

step 0.1 0.2 0.2 0.1 0.2 0.2 0.1 0.2 0.2 

others Iteration number=90 ; 0 10SL = ; 0 7DL = ; 64N = ; 256K =  

4.2 Dictionary learning method 

In this paper we used the conventional dictionary learning method to reconstruct 3D PACT. 
However, the field of dictionary learning is continuously evolving, and many novel 
dictionary-learning methods, such as sparsifying transform learning, structured dictionary 
learning method, and convolutional dictionary learning have been proposed in the literature to 
meet higher processing requirements or to meet requirements of the specific application. All 
these methods are advanced versions of the traditional dictionary learning method and have 
exhibited superiorities in many signal-processing fields. Compared to these new dictionary-
learning methods, the conventional dictionary learning method is simple and easy to use. 
Since we obtained good results using a conventional technique, we expect new methods to 
enhance our results further. Other researchers could extend the use of new DL learning 
methods in photoacoustic imaging based on our results. We also plan to use these new 
methods in photoacoustic imaging in near future. 

4.3 Design of low-cost PACT system 

Since our method results in higher image quality compared to other techniques, as presented 
in the results section, it provides an opportunity to use sparse ultrasonic array with less 
transducers in practical PACT systems, thus potentially reducing the cost of the system. 
When the same number of channels in a data acquisition card and the laser repetition rate are 
used in a system, our method is faster compared to other systems. Thus, our system could 
potentially reduce the exam time of the patients clinically, benefitting the patients’ clinical 
care. 

In many PACT applications, the number of data acquisition (DAQ) system used are 
usually only a fraction (e.g., 1/2 or 1/4) of the number of elements of the ultrasonic transducer 
array due to the high cost of the DAQ systems. Typically, multiple laser pulses are required to 
acquire one B-scan cross-section image. Since the laser repetition rate used in PACT is low 
(typically 10 – 20 Hz), the image acquisition time is usually large. Therefore, by multi-
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plexing the small number of fast DAQ channels, using the large number of DAQ channels can 
be avoided. Since our proposed method provides an opportunity to use sparse ultrasonic array 
with less transducers in practical PACT systems without compromising the image quality, a 
sparse-PACT system with a much smaller number of DAQ channels can be implemented, 
thus reducing the system cost further. 

4.4 Summary 

In summary, we presented an advanced reconstruction model with sparse dictionary 
representation for the 3D sparse-sampling PACT. By incorporating the prior information 
extracted from the high-quality photoacoustic images via DL, the higher-accuracy results with 
higher CNR were obtained by our proposed method. Our in vivo results show that using high-
speed sparse-sampling PACT system for routine clinical use is feasible. 
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